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USING GAMES TO IMPROVE STUDENTS’ ENGAGEMENT AND 

UNDERSTANDING OF STATISTICS IN HIGHER EDUCATION  
 

Joshua Fullard1 

 

Abstract 

In this article we present a series of light-touch, easy to implement, classroom activities designed 

to improve students’ understanding and interpretation of regression coefficients. Using an 

experiment, we evaluate the effectiveness of the activities by randomly allocating first-year 

undergraduate students into a seminar with the activities (treatment group) or not (control group). 

We demonstrate that the classroom activities have a large, positive effect on several domains 

including engagement (measured by seminar attendance), enjoyment of learning (measured by an 

end-of-term student satisfaction survey), and their understanding of the material (measured by 

test scores). These results suggest that adopting more varied pedagogical approaches to teaching 

statistics/econometrics can benefit students. 
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Introduction  

Regression analysis is a vital statistical tool used to quantify the relationship between 

variables and is a staple across undergraduate social science programs across the world. 

However, both the approach to teaching and the content (a focus on models and math rather than 

causal questions and empirical examples) remains largely unchanged since the 1990s (Angrist & 

Pischke, 2017; Asarta et al., 2021; Becker & Watts, 1996; Watts & Schaur, 2011). Today, the 

majority of economics and business undergraduate statistics courses (83 percent) continue to be 

taught exclusively using the traditional “chalk-and-talk” approach - a formal method of teaching 

where the focal points are the blackboard (or a PowerPoint presentation) and the teacher’s voice 

(Harter & Asarta, 2022).  

Students in higher education generally hold strong, and often quite varied, preferences 

over how learning activities are structured and delivered (Alaoutinen, 2012; Ng et al., 2011). 

While there is an ongoing debate over how, or if, these preferences adapt to different learning 

contexts or environments, there is a consensus that there are benefits to designing learning 

activities that incorporate different pedagogical approaches in the classroom (Donche et al., 

2013; Middleditch et al., 2022; Richardson, 2011). On the one hand, if students’ preferences are 

adaptive there are a range of benefits to using different pedagogical approaches including the 

development of student ability to acquire (visual vs verbal), process (active vs reflective) and 
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understand (sequential vs global) information. Even if students’ preferences are not adaptive, 

using different pedagogical approaches ensures that all students have opportunities to engage in 

activities that most suit their preferences.  

While students do hold strong preferences to be taught in certain ways, and designing 

learning activities to use students preferred approach can be beneficial for educators in higher 

education (e.g., higher student evaluations), there is limited evidence that it improves student 

learning: all students benefit from receiving information in multiple ways (Kozhevnikov et al., 

2002; Lapp et al., 1999; Morehead et al., 2016; Nancekivell et al., 2020; Tardif et al., 2015; 

Zrudlo, 2023). 

While using more creative pedagogical approaches presents certain challenges (e.g., 

adapting teaching material), the advantages they offer are significant. Using more creative 

pedogeological approaches serves as an effective way to engage students and cultivate a dynamic 

learning environment, as well as improve students understanding of the material and can be used 

as an informal method of assessment - the answers that students give in the activities can help 

guide the direction of future learning (Leach & Sugarman, 2005; Schwartz & Martin, 2004; 

Sekwena, 2023).  

In this paper, we present a series of easy to implement activities designed to improve 

students’ ability to interpret regression coefficients, understanding of the potential mechanisms 

driving relationships, and interpreting effect sizes. The activities were designed to incorporate 

three approaches known to improve learning in higher education: repetition, active and reflective 

learning, and gamification. Repetition is shown to support a range of educational outcomes, 

including students’ clarity of thought and engagement (Bruner, 2001). Including opportunities 

for active learning (such as group discussions) and reflective learning (such as individual 

reflection) supports the development of students critical thinking skills, interpersonal skills, and 

knowledge retention (Perusso et al., 2020; Prince, 2004), and gamification is shown to improve 

student engagement, motivation, and enjoyment of learning (Huang & Soman, 2013; Oliveira et 

al., 2023; Surendeleg et al., 2014). 

Our paper belongs to a long tradition of work investigating how a more varied 

pedagogical approach, and games in particular, can be used in higher education to improve 

student learning. There is a rich history of using games in higher education to teach statistics and 

related topics. Early activities include the pit market games at Harvard University (Chamberlin, 

1948) and the traveler’s dilemma (Basu, 1994) to more recent activities such as The Invisible 

Hand in Action (Settlage & Wollscheid, 2019) as well as using popular TV shows such as 

Breaking Bad (Muchiri et al., 2020), the Big Band Theory (Geerling et al., 2018) and Parks and 

Recreation (Wooten & Staub, 2017). While games and activities, such as these, are shown to 

improve pupil outcomes they can present challenges for the teacher. Firstly, these activities are 

often time-consuming to plan and are not necessarily transferable across cohorts or programs – 

particularly programs with a higher proportion of international students who might not have the 

same cultural references. Second, these activities are often around 60 minutes in duration. Given 

the limited time that teachers have with their students it is often challenging to know what 

content to remove to make space for such a long activity. We add to this literature by providing 

exploratory evidence of how a series of easy to implement activities, used at the end of seminars, 

can improve student outcomes across several different domains. In a wider sense, this paper 

suggests there are benefits to using a more varied pedagogical approach to teaching statistics. 
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Our activities were designed for a first-year undergraduate module at a leading business 

school in the UK. The module is designed to teach students how to interpret statistical results and 

is compulsory for management students. The module runs for ten weeks where students attend 

one lecture (weeks 1 – 10) and one seminar (weeks 2 – 10) each week. The activities generally 

lasted for about 10 minutes and were used at the end of seminars in week 2, week 4, week 7, and 

week 9. The activities were used in three seminar groups - 27 percent of the students in this 

cohort (the treatment group). The remaining eight seminar groups did not do the activities 

(control group). Students were randomly allocated into seminars and there is very little switching 

between groups.  

Using data on student seminar attendance, an end-of-term student satisfaction survey 

administered by the school, and performance on the final exam, we can investigate the impact 

the activity had on these three separate domains. Because students are randomly assigned to 

seminar groups, we argue that any differences observed could be interpreted as causal, but, due 

to some limitations, we are suggesting that these results should be considered exploratory. This is 

discussed further in the discussion section. 

We find that our activity has a large positive effect on student engagement (measured by 

attendance), enjoyment of learning (measured by an end of term student satisfaction survey), and 

their understanding of the material (measured by test scores). Finally, we show that this activity 

can be easily modified to meet different learning objectives and levels of study. In the following 

sections, we describe the activity, discuss the impact it had on student outcomes, discuss our 

results, and conclude. 

 

Activity  

For ease of interpretation, we present the activities that we used in the seminars as a 

single activity with multiple rounds. In practice, the activity presented here was split into smaller 

sections and used over a 9-week period at the end of seminars (in week 2, week 4, week 7 and 

week 9). This activity was used in seminars but could easily be scaled up to be used in a lecture. 

For instance, students could be presented with questions using Vevox (or a similar software).  

 

Set-up 

Split students into small teams. We used this activity in seminars (groups of around 20 

students) and separated students into teams of 4. To ensure each student can activity participate 

we would recommend having teams of no more than 6 students. Each team must have something 

to write with and on (i.e., a piece of paper and a pen or a whiteboard and marker).  

Once students are split into teams, create a scoreboard (see Table 1). With each column 

representing a team and each row representing a round of game play. While you create the 

scoreboard on the whiteboard or flipchart, it might be nice to let the students come up with their 

own team names. 
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Table 1. Scoreboard for the activity. Each column represents a team, and each row 

represents a round of game play.  

 

 Team 1 Team 2 Team 3 Team 4 Team 5 

Round 1      

Round 2      

Round 3      

 

Round 1: Interpretation of coefficients 

This first round is designed to help students interpret regression coefficients. Students are 

presented with an outcome variable and four (or more) explanatory variables. Each team must 

predict which of these variables has the strongest relationship (positive or negative) with the 

outcome variable. As illustrated in Figure 1, the outcome variable could be survey respondents’ 

trust in the research team (measured on a 0 – 100 scale), and the explanatory variables could be 

sex (Male 1/0 dummy), age (in years), educational attainment (university degree 1/0 dummy), 

and ethnicity (black 1/0 dummy). 

 

Figure 1. Shows an example question (LHS) and answer (RHS) used in an Undergraduate 

seminar. Source: Fullard (2022). 

 
 

After a period for individual reflection (e.g., 30 seconds) and team discussion (e.g., 60 

seconds), each team writes down an answer. Once complete, each team reveals their answers. 

Although it does not affect the outcomes (teams have already written down their answers), to 

help with the game play each team reveals their answers sequentially (i.e., Team 1, Team 2, 

Team 3…) with a different team going first for each question (e.g., for question 1, Team 1 goes 

first, for question 2, Team 2 goes first. and for question 6, Team 1 goes first again). 

Once all the teams have stated their answers, the teacher then reveals the actual 

coefficients. The team(s) that selects the correct variable received 1 point. Teams that guessed 

correctly can also receive a bonus point if, after a short team deliberation, they correctly interpret 

the regression coefficient. To illustrate this using the example from Figure 1, the team(s) that 

selected ethnicity would get 1 point and would get a bonus point if they correctly stated that 

black participants’ trust in the research team is 7 percentage points lower than white participants 

on average.  
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For practical purposes, if only one team gets the correct answer, they are asked to 

interpret the coefficient in class. If multiple teams get the correct answer, we ask a team 

representative to share their answer with the teacher individually. Once all answers are given, the 

points are awarded for the question, and the teacher moves onto the second question.  

In Round 1, we vary the scale of the dependent and independent variables to test the 

students understanding. For example, the outcome variables we have used in this section include 

GDP per capita, Grade 4 Math Score (standardized), and number of hours university students 

study per week. These examples are all presented in Appendix A.  It is important to note that the 

explanatory variables that we use are not always directly comparable by design (i.e., a male 1/0 

dummy compared to an age in years variable). This gives us the opportunity to discuss what 

these coefficients mean. For instance, you could have a class discussion about what information 

you would need to evaluate the effect sizes more accurately. This is what we do in Round 3. 

 

Round 2: Understanding mechanisms 

In our experience teaching econometrics and statistics, students generally find the math 

straightforward but struggle with the interpretation – although we recognize this might not be the 

experience of all practitioners as we are at a highly selective institute. This second round is 

intended to improve this. 

In this round, students are shown one outcome variable and one explanatory variable, and 

each team must guess if there is a positive relationship, a negative relationship, or no relationship 

between these variables. After a period of individual reflection (e.g., 30 seconds) and team 

discussion (e.g., 60 seconds), each team writes down their answer. Once that is complete, each 

team reveals their answers. To make it more challenging, each team must also give a plausible 

mechanism that might explain the relationship they predict (no repeats allowed). 

For example, if the outcome variable is a 1/0 dummy that indicates a university 

graduates’ decision to enroll into postgraduate education or not, and the explanatory variable is 

the unemployment rate at time of graduation, the following mechanisms might be discussed 

(source Fullard (2021a)): 

 

Positive: 

• Graduates are aware that it is more challenging to get a job during periods of high 

unemployment, so they are more likely to continue in education. 

• Universities want to “protect” their graduate employment statistics so, during periods of 

high unemployment, they offer larger incentives to encourage graduates to continue into 

postgraduate study. 

• Reduced opportunity cost of postgraduate study. Finding a job during a period of high 

unemployment is hard, and those who do generally earn less. Therefore, the forgone 

earnings from continuing in education are lower. 

None: 

• Students have inaccurate beliefs about labor market opportunities – they do not realize 

that it is harder to get a job. 

• Universities have capacity constraints (there are limited places). While there might be an 

increase in demand (more applications), there might be no change in the quantity of 

graduates enrolled. 
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Negative: 

• Concerns about employment opportunities might make students more focused on finding 

a job. 

• Concerns about employability and finances might make students less willing to take out 

loans to fund their postgraduate studies.  

 

After all the answers are revealed and potential mechanisms introduced, points are awarded 

for correct answers (1 point) and the “best” explanation(s) (1 point). The second part can be 

subjective, and we award points generously if the mechanisms are plausible and clearly 

articulated.  

In Round 2 we use a range of outcomes and interesting relationships including the 

relationship between: physical attractiveness and performance evaluations (i.e., does beauty help 

or hinder), a fine and parents picking their children late from day-care, watching eyes on bins 

and littering, and incentivizing dishonesty. These examples are all presented in Appendix B. 

 

Round 3: Effect size and statistical significance 

Recall that Round 1 was designed to help students interpret regression coefficients. 

Round 3 is intended to build on this. Instead of showing students some coefficients with stars 

that indicate statistical significance, students in Round 3 are shown a coefficient with a p-value 

(so they can identify if the effect is statistically significant or not) and the dependent variable’s 

mean and standard deviation (to help them identify the relative effect size). Using this 

information, students are asked to identify whether the effect is statistically significant (or not) 

and if the effect size is significant (or not). 

 

Figure 2. 

Shows an example question used in an Undergraduate seminar. 

Source: Fullard (2023b) 

 
As before, after a period for individual reflection (e.g., 30 seconds) and team discussion 

(e.g., 60 seconds), each team writes down their answers on a piece of paper, and the answers are 

revealed sequentially. Once all the teams have stated their answers, the teacher then reveals the 

correct answers. As illustrated in Figure 2, the coefficient of -13.73 would be identified as 

statistically significant at the 5% level. The team(s) that said it is statistically significant would 
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receive 1 point. The effect size would also be identified as significant. The team(s) that said the 

effect size is significant would receive 1 point.  

In this round we found it useful to include questions with a range of different answers 

and, after each question, have a class discussion about how students evaluated the magnitude of 

the effect size. For instance, to revisit our example in Figure 2, the effect size, intuitively, sounds 

very large (a 1 percentage point increase in teachers’ pay is associated to a 13-percentage point 

lower probability of leaving the profession), but it is important to put the coefficient into context 

by looking at the mean and standard deviation of the dependent variable. In this case, the effect 

size is 0.54 of a standard deviation (13.73/25.47) – which confirms our intuition. Other examples 

that we used in Round 3 include job satisfaction and occupational choice, and inequality 

preferences and mental health. Both these examples are available in Appendix C. 

 

Results 

In this section, we describe the effect that the activity has had on student engagement 

(measured by seminar attendance), enjoyment (measured by a student satisfaction survey), and 

attainment (measured by performance on the end-of-term exam). 

 

Student Engagement  

Attendance in each seminar is collected by the teacher at the start of the seminar and 

recorded online by the business school. Using the weekly attendance data, we can investigate if 

the seminars in the treatment group had higher attendance than those in the control group. We 

recognize that we have a relatively small sample (11 seminar groups) and that it is entirely 

possible that some seminar groups might have systematically higher (or lower) attendance than 

others. To adjust for this, we measure attendance in seminars 2 - 9 as a proportion of seminar 1 

attendance. For example, if a seminar group has 15 students attend out of a possible 20 in the 

first seminar, then attendance rate in the subsequent seminars is calculated by the number of 

students who attend divided by 15. 

We find that the seminars in the treatment group had, on average, 6 percentage points 

higher attendance each week than those in the control group (94.4% vs 88.5%). To put this into 

perspective, seminars that used the class activity had 1.7 more students in each seminar each 

week. This could be driven by two, potentially nonexclusive, mechanisms. First, students might 

find the seminars with the activity more enjoyable or more engaging. Alternatively, students 

might find seminars in the treatment group more useful which increases the expected returns to 

attendance – or the cost of non-attendance. While we are not able to distinguish between these 

two plausible mechanisms, we can investigate the effect on student enjoyment directly using the 

results of the student satisfaction survey. 

 

Student Enjoyment  

At the end of each term, students complete a school-administered student satisfaction 

survey, where they respond to questions about the module they have just taken. These questions 

include details about the seminar they attended measured on a 5-point scale (1 lowest, 5 highest). 

The questions we are interested in include; if they are satisfied with the teaching they received, if 

the material was interesting, and if they were encouraged to ask questions. Using this data, we 
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can investigate if seminars in the treatment group performed better on these metrics than those in 

the control group. Note that we only have access to the aggregate level student satisfaction data 

(the mean scores by treatment and control group) so this limits the statistics we can report using 

this data. 

Table 2 shows the student satisfaction scores from those in the treatment group (column 

1), those in the control group (column 2), and the difference between the groups (column 3). 

Two main things stand out. First, students in the treatment group are more satisfied with the 

teaching they received (4.76 vs 3.91), they found the subject more interesting (4.80 vs 3.74), and 

the content was more clearly explained (4.64 vs 3.97). This suggests that the class activity made 

the seminars more interesting and engaging, and this improved the quality of the instruction they 

received. This is supported by some of the students’ qualitative feedback in the student 

satisfaction survey where they highlight the role of the class activity directly: “[the teacher] even 

made his own exercises for seminars to help us maintain knowledge … made everyone engage in 

seminars to ensure that we all learnt,” and “The quiz competition we had about regression was 

fun”.  

Second, we also observe positive effects on encouraging students to ask questions (4.80 

vs 3.91). This suggests that the class activity also helped create a more open learning 

environment.  This is supported by students’ comments stating that the class activity made 

learning more approachable: “There's also been several occasions where [the teacher] used an 

activity to engage the class further and make learning as approachable as possible,” and “I 

always felt included, which made me more motivated and engaged… [including] visual 

examples that helped me understand the topic better.” 

The results from the student satisfaction survey suggest that the activity improved the 

quality of the instruction the students received in seminars. Next, we investigate if the activity 

improves student attainment in the module exam. 
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Table 2. Shows the results from the end of term student satisfaction survey for the students 

who are in seminars with the class activity (column 1), those who are not (column 2) and 

the difference between them (column 3). 

 (1) (2) (3) 

Category Treatment  

(Class Activity) 

 

Control 

(All other Students) 

Difference 

I am satisfied 

with the teaching 

4.76 3.91  0.85 

Made the subject 

interesting 

4.80 3.74  1.06 

Encouraged me to 

ask questions 

4.80  3.91 0.89 

Good at 

explaining things  

4.64  3.97 0.67 

 Max students 50 115  

 

Note: the students are asked these questions about the seminar they attended on a 5-point 

scale where 1 is worst and 5 is best. For the student satisfactions data we only have access 

to the aggregate level statistics presented above (means for each group and approximate 

sample size). 

 

Student Attainment 

The main method of assessment in this module is a 90-minute open book exam that takes 

place in January. The exam is designed to test students’ ability to estimate and interpret different 

statistics – with a focus on interpreting regression coefficients. The exam was marked on a 0 – 

100 scale by members of the module’s teaching team. For those not familiar with the UK 

marking system, a mark of 70 or higher is a first (the equivalent of an A), a mark of 60 – 69 is an 

upper second (the equivalent to a B), a mark of 50 – 59 is a lower second (the equivalent of a C), 

a mark of 40 – 49 is a third (the equivalent of a D), and a mark below 40 is a fail (the equivalent 

of an F). It is important to note that we restrict our analysis to students who sat for the exam in 

January. We do not have data for the other students who sat for the exam later. Using the results 

from this exam we can investigate if the students in the treatment group had a stronger 

understanding of the material than those in the control group.  

Table 3 shows the students exam scores (row 1) and degree classifications (row 2 – 6) for 

students in the treatment group (column 1), control group (column 2) and the difference between 

them (column 3). Looking at the marks achieved, we observe that students in the seminars with 

the class activity achieved higher marks than those in the control group (65.4 vs 58.5), and the 

difference is large (7 percentage points). To put the magnitude into perspective, the median 

student in the treatment group received a mark that is almost a full degree classification higher 

than the median student in the control group (69 vs 60).  

Turing our attention to the distribution of marks, we observe that a lower proportion of 

students failed (7.5 percent vs 18 percent), and a higher proportion achieved a first (46.3 percent 

vs 31.2 percent) in the treatment group compared to the control group. This suggests that 
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students across the ability distribution uniformly benefited from the more varied pedagogical 

approach. 

 

Table 3. Shows the students mean marks (standard error) (row 1) and proportion of students 

within each grade boundary (row 2 – 5) in the module exam for students who are in 

seminars with the class activity (column 1), those who are not (column 2) and the difference 

between them (column 3). 

 (1) (2) (3) 

Exam Outcome Treatment 

(Class Activity)  

Control 

(All other Students) 

 

Difference 

Mark (0 – 100) 65.44 

(16.57) 

58.52 

(17.50) 

6.92*** 

    

Degree 

Classification 

 

   

Fail 

(Mark Less than 

40) 

7.46 

(26.47) 

17.99 

(38.51) 

10.52** 

Third Class  

(Mark 40 to 49) 

11.94 

(32.67) 

11.64 

(32.15) 

0.30 

Lower Second 

Class  

(Mark 50 to 59) 

17.91 

(38.63) 

19.57 

(39.78) 

-1.66 

Upper Second 

Class  

(Mark 60 to 69) 

16.42 

(37.32) 

19.58 

(39.78) 

-3.16 

First Class  

(Mark 70 or 

higher) 

46.26 

(50.23) 

31.21 

(46.46) 

15.05** 

    

Number of 

Students 

67 189  

 

Note: This excludes students who did not sit the exam in January and completed their exam 

at a later period (e.g., due to mitigating circumstances). Stars indicate statistical significance 

to the usual levels: *P <0.10, **P<0.05, ***p<0.01 

 

Discussion  

In this paper, we present an easy to implement series of classroom activities that are 

designed to improve students understanding and interpretation of regression coefficients in 

higher education. We also provide evidence that these activities were highly successful at 

improving student engagement (measured by seminar attendance), enjoyment of learning 

(measured by a student satisfaction survey), and attainment (measured by performance on the 

end-of-term exam). Moreover, the effect sizes are large. 
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As students are randomly assigned to seminar groups, and there is very little switching 

between seminar groups, the difference in outcomes could be interpreted as the causal effect of 

the seminar activities. However, we recognize that we have a small sample, and it is possible that 

the randomization was not successful - students in the treatment group might be systematically 

different than those in the control group. Ideally, we would be able to assess the comparability of 

the students in the treatment and control groups directly by investigating if they are balanced on 

observable characteristics such as age, ethnicity, and prior attainment, but we do not have access 

to this information. The consistent size and direction of the effects, across different dimensions, 

combined with the qualitative feedback received in the student satisfaction survey, suggest that 

using a more varied pedagogical approaches in the classroom can have a positive effect on 

student learning in our setting. We also recognize that these results are also consistent with 

students in the treatment group being systematically more engaging that those in the control 

group. For these reasons our results are intended to be interpreted as exploratory evidence that 

using light touch activities in the classroom can have a positive effect on student learning.  

While the activities presented are intended to improve students’ understanding of 

regressions and regression coefficients, it is unlikely that the benefits are driven by participating 

in this activity alone. It is more possible that the activity also impacted students’ behavior outside 

of the classroom. One plausible mechanism is that the activities improved students’ initial 

understanding of the material so that their independent study/revision time was more productive. 

Alternatively, the interactive elements of the activities might have encouraged more peer 

learning and revision outside of the seminars. This is particularly important for first year 

undergraduates in the first few weeks of term. Investigating the role that activities have on a 

wider range of student outcomes, such as studying behavior and the perceived returns to different 

university-related behaviors seems like a promising area of future research. 

 

Concluding remarks 

Despite the evidence that using games and activities in the classroom can improve pupil 

outcomes, the way statistics is taught in higher education remains largely unchanged since the 

1990s. While teachers might be reluctant to include long activities into an already cramped 

teaching schedule, we provide suggestive evidence that even short, easy to implement, activities 

can positively impact pupil outcomes.   
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Appendix A 

 

Here we present some other regression tables that we used in Round 1.  

 

Example 1 

Who studies more? Evidence from a recent survey of students in the UK. 

 

Variable 

 

Y = Hours studied per week 

Female (1/0 dummy) 3.171*** 

 

White British low-SES (1/0 

dummy) 

-0.640 

EU (1/0 dummy) 

 

0.224 

Overseas (1/0 dummy) 0.472 

 

Source: Delavande et al. (2022) 

Stars indicate statistical significance to the usual levels: *p<0.10, ** p<0.05, ***p<0.01 

 

Example 2 

Who enjoys volunteering the most? Evidence from a recent survey of students in the UK. 

 

Variable 

 

Y = enjoyment of volunteering on a 0-100 scale 

Female (1/0 dummy) 5.785*** 

 

White British low-SES (1/0 

dummy) 

4.832 

EU (1/0 dummy) 

 

3.939 

Overseas (1/0 dummy) 

 

11.020*** 

Source: Delavande et al. (2022) 

Stars indicate statistical significance to the usual levels: *p<0.10, ** p<0.05, ***p<0.01 
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Example 3 

Who does the best at Math?  

 

Variable 

 

 

Y = Grade 4 (9-19 year old) Math scores (standardized to 

have a mean 0 and standard deviation of 1) 

Male (1/0 dummy) 0.0876*** 

 

Relative Student age  

(difference in months from 

the median age) 

0.0350*** 

200 + books at home (1/0 

dummy) 

1.059*** 

Class size above median 

(difference in class size from 

the median) 

 

0.123*** 

Source: Fullard (2021b) 

Stars indicate statistical significance to the usual levels: *p<0.10, ** p<0.05, ***p<0.01 

 

Example 4 

What drives prosperity?  

 

Variable 

 

Y = GDP per capita (relative to the OECD average) 

Physical Capital (factories 

and machinery) 

0.184*** 

 

Human Capital (education) 

 

0.334*** 

Population growth 

 

-0.006 

Source: Boulhol et al. (2008) 

Stars indicate statistical significance to the usual levels: *p<0.10, ** p<0.05, ***p<0.01 
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Appendix B 

 

Here we present some other relationships that we used in Round 2. 

 

Example 1 

How does physical appearance influence performance evaluation in the context of Mixed 

Martial Arts? 

 

Context: 

Y indicates if an MMA fighter won a close fight (1 = win, 0 = loss) 

X is the fighter’s attractiveness measured on a 0 – 100 scale 

 

Question: 

Is the coefficient for X positive, negative or no relationship? 

Does physical attractiveness help or hinder an MMA fighter? 

 

Answer: 

Negative. Less attractive fighters are perceived as performing better. 

 

Source: Fullard (2023a) 

 

Example 2 

The more it costs, the less you do it? 

 

Context: 

Y is the number of pupils picked up late from a day-care facility  

X is if the day-care has a fine for picking up children late (1 = fine, 0 = no fine) 

 

Question: 

Is the coefficient for X positive, negative or no relationship? 

Do fines reduce the likelihood that parents will pick up their children late? 

 

Answer: 

Negative. The fine increased the number of parents picking up their child late. The 

introduction of a fine changed the perception of picking up a child late – for a fixed cost a 

teacher will now take care of my student after 4pm. 

 

Source: Gneezy and Rustichini (2000) 
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Example 3 

Watching eyes? 

 

Context: 

Y is the amount of littering in a park  

X is if the bins have watching eyes on them or not (1 = watching eyes, 0 = no eyes) 

 

Question: 

Is the coefficient for X positive, negative or no relationship? 

Do watching eyes on bins reduce littering in parks? 

 

Answer: 

Negative. Watching eyes on bins reduces littering. 

 

Source: Bateson et al. (2015) 

 

Example 4 

Can we incentivize dishonesty? 

 

Context: 

Y indicates if someone attempted to return a “lost wallet” or not (1 = attempt to return, 0 = 

not)  

X indicates if there was money in the wallet ($13 USD) or not 

 

Question: 

Is the coefficient for X positive, negative or no relationship? 

Does money in the wallet impact the likelihood that someone will try to return the wallet? 

If so, what is the direction? 

 

Answer: 

Positive. Having money in the wallet increases the likelihood that someone will try to 

return it. The wallets with no money in were reported 40% of the time. Wallets with money 

were reported 51% of the time. 

 

Source: Cohn et al. (2019) 
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Appendix C 

 

Here we present some other examples that we used in Round 3. 

 

Example 1 

Job satisfaction and occupational choice 

 Intentions to leave teaching in the next 12 months ( 0 – 100) 

 Coefficient P-Value 

Teacher Job Satisfaction  

(0 – 10) 

-7.97 0.00034 

   

Dependent Variable Mean 30.60  

Dependent Variable 

Standard Deviation 

 

36.96  

Source: Fullard (2023c) 

 

Example 2 

Inequality preferences and mental health 

 Mental Health Index (0 – 100) 

 Coefficient P-Value 

Inequality Index (0 – 1) 

(Leaky Bucket Experiment) 

-6.639 0.112 

   

Dependent Variable Mean 51.67  

Dependent Variable 

Standard Deviation 

 

21.39  

Source: Fullard (2023c) 

 

 

 

 

 


